Recent years have seen the rise of large-scale distributed systems with stringent performance requirements. Applications such as Facebook, Twitter, and Amazon store large amounts of data which must remain accessible with low latency, regardless of the geographical location of users or the number of faulty machines [6]. Data is replicated geographically to minimise latency and multiple copies of the data are placed on separate servers to concurrently process requests. In this environment, developers must choose between consistency through slow lock-step coordination, or performance/availability through independently and concurrently operating replicas. The former is untenable financially because of the latency overhead. The latter leads to confusing application behaviours and a lack of coherent semantics. These two extremes highlight an increasing tension between performance, correctness and complexity [13]. Understanding this tension is what drives my research. I hope to develop the foundations and system support for reasoning about such systems, whose executions are fundamentally concurrent, and cannot be easily reduced to a sequential execution. In that context, my main interests are three-fold: 1) consistency and concurrency-control in databases and distributed systems 2) data-centric and declarative distributed programming, 3) distributed computing. I believe that concurrency and distribution should be treated as first class primitives and I would argue that leveraging the semantics of programs through declarative, state-based, specifications is the best way to reconcile performance and correctness in distributed systems.

Many have complained about the lack of coherent semantics in modern distributed systems and databases [39]. Existing approaches cluster around two extremes: at one end of the spectrum, eventual consistency equates consistency to convergence. At the other, strong synchronisation reduces consistency to serializability [4], but very little exists in between. I would argue that this lack of coherent semantics stems from a fundamental mismatch between the centralised, sequential execution model, captured by a total order of read-write operations, to which developers are accustomed, and the concurrent reality, represented by a partial order of semantically meaningful operations. In that context, the core of my dissertation focuses on a project called TARDiS [10]. This project observes that most approaches to eventual consistency make a fundamental assumption about the underlying storage system: that it tracks the linear evolution of a single site. The project questions that assumption. It instead advocates that the storage should explicitly track the independent executions that arise in loosely synchronised systems, modeling conflicting executions as separate branches. Intuitively, the TARDiS database branches on conflict instead of aborting. Consistency is then maintained on a per branch basis with explicit merge points. We found that forking on conflict improved overall performance whilst keeping track of independent executions simplified conflict resolution significantly. In other words, exposing distribution to the programmer improved performance and, paradoxically, reduced complexity.

By working on TARDiS, we realised that the read-write definition of consistency that many use is insufficient [3]. It is impossible for a database to merge conflicting operations in a way that always makes sense to the application: defining conflict as strictly linked to competing writes, restricts consistency guarantees to operation ordering and convergence. Instead, I would argue that consistency is strictly application-specific: users expect the system to guarantee a small number of application-specific properties. In line with existing systems that leverage application-specific properties to improve performance [17, 20, 34, 31], I believe that a two-level approach to designing and programming distributed systems is necessary, where the interface (policy) is separate from the execution (mechanism). TARDiS, for example, separated the mechanism of tracking and executing operations from the policy of merging conflicting executions, providing more flexible semantics to the application. But the reverse approach can also be taken: tuning the implementation to best match a workload whilst keeping the same semantics. As a postgraduate student at Cambridge in 2012, I co-started Musketeer [14], a workflow manager for large-scale distributed processing which leverages this insight. Musketeer takes jobs written in existing workflow specification languages (Hive [38], Lindi [24], GraphLinq [24], etc), maps them to a common intermediate abstraction based on a direct acyclic graph (DAG) of data-flow operators (loosely based on the relational algebra), which it then compiles dynamically to the best data-processing system(s). By separating policy from mechanism, Musketeer makes it easy for programmers to write jobs in a single high-level language, but leverages the performance benefits of highly specialised implementations. More recently, my colleagues and I at UT Austin begun the process of reformulating consistency and isolation in a state-based, client-centric fashion, which is better aligned with how users perceive database isolation and consistency [9]. Informed by TARDiS and Musketeer, our approach is premised on a simple observation: applications view storage systems as black-boxes that transition through a series of states, a subset of which are observed by applications. Separating the interface from the low level mechanisms that implements it allows us to define isolation guarantees in terms of high-level states that frees definitions from implementation. Doing so helps make immediately clears
what anomalies applications can expect to observe, thus bridging the gap between how isolation guarantees are defined and how they are perceived. Using this formalization, we find that several well-known guarantees, previously thought to be distinct, are in fact equivalent, and that many previously incomparable flavors of snapshot isolation can be organized in a clean hierarchy. Moreover, we observe that adopting a state-based view of isolation opens up new opportunities for implementations of popular isolation levels, making them resilient to slowdown cascade, a common phenomenon in datacenters that has inhibited the adoption of stronger isolation and consistency levels at scale. As I finish my PhD, I hope to continue developing systems in which consistency is better aligned with modern requirements: consistency should be client-centric, state-based, branching and adaptive. Our most recent work (under submission), for instance, focuses on extending our state-based formulation in our PODC work to expressing consistency and isolation as a series of concurrent branches, strengthening the theoretical foundations on which the TARDiS project stands.

More recently, I have become interested in a separate aspect of consistency at scale: security. Cloud storage services are storing increasingly sensitive data that can reveal personal information about individual users, ranging from their political leanings to their sexual orientation [26, 33, 25]. Though the majority of cloud storage systems store the data encrypted, evidence suggests that it is insufficient to successfully hide all private information, as access patterns alone often reveal sensitive information. For instance, the frequency at which certain objects are updated can reveal a patient’s cancer type [21, 22]. The desire to hide access patterns from cloud storage systems is not new: it has long been studied in the context of private information retrieval [16, 1, 7, 18, 27, 12, 40, 15], oblivious ram [8, 36, 37, 30, 5, 21, 11, 32, 35] and more recently, in systems like CryptDB [29]. These systems, however, suffer from two main drawbacks, which makes them difficult to implement in modern cloud storage systems: they provide no or little [5] support for concurrent writes, and do not support transactions. Concurrent writes are essential for scalability in scale-out systems like S3, while increasingly many storage systems are adding transactional support to facilitate application development [28, 2, 19, 23]. I recently started a project at Cornell that proposes a new design point in the realm of private cloud-based transactional storage systems and asks a question: is it possible to build a transactional cloud-based storage system that both provides transactions and provably hides both the content of the data, and how it is accessed? Though the work is just beginning, it is a promising avenue of research, and I look forward to continuing this line of work, especially extending our initial ideas to set-ups with trusted hardware and hardware-based cryptography primitives.
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